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Introduction

In the 1990ies, credit risk has become the major concern of risk managers in financial institu-

tions and of regulators. This has various reasons:

» Although market risk is much better researched, the larger part of banks’ economic
capital is generally used for credit risk. The sophistication of traditional standard
methods of measurement, analysis, and management of credit risk might, there-

fore, not be in line with its significance.

» Triggered by the liberalization and integration of the European market, new chan-
nels of distribution through e-banking, financial disintermediation, and the en-
trance of insurance companies and investment funds in the market, the competitive
pressure upon financial institutions has increased and led to decreasing credit mar-
gins®. At the same time, the number of bankruptcies of companies stagnated or in-
creased” in most European countries, leading to a post-war record of insolvencies

in 2001 in Germany”.

» A great number of insolvencies and restructuring activities of banks were influ-
enced by prior bankruptcies of creditors. In the German market, prominent exam-
ples are the Bankgesellschaft Berlin (2001), the Gontard-MetallBank (2002), the
Schmidtbank (2001), and many mergers among regional banks* to avoid insol-

vency or a shut down by regulatory authorities.

The thesis contributes to the evaluation and development of credit risk management methods.
First, it offers an in-depth analysis of the well-known credit risk models Credit Metrics (JP
Morgan), Credit Risk+ (Credit Suisse First Boston), Credit Portfolio View (McKinsey &
Company) and the Vasicek-Kealhofer-model® (KMV Corporation). Second, we develop the
Credit Risk Evaluation model® as an alternative risk model that overcomes a variety of defi-
ciencies of the existing approaches. Third, we provide a series of new results about homoge-
nous portfolios in Credit Metrics, the KMV model and the CRE model that allow to better

Bundesbank (2001).
Creditreform (2002), p. 4.
Creditreform (2002), p. 16.

Between 1993 and 2000 1,000 out of 2,800 Volks- und Raiffeisenbanken and 142 out of 717 savings banks ceased to
exist in Germany (Bundesbank 2001, p. 59). All of them merged with other banks so that factual insolvency could be
avoided in all cases. Note that shortage of regulatory capital in consequence of credit losses was not the reason for all
of these mergers. Many of them were motivated to achieve cost reduction and were carried out for other reasons.

We refer to the Vasicek-Kealhofer-model also as the KMV model.

Credit Risk Evaluation model is a trademark of the Center for Risk & Evaluation GmbH & Co. KG, Heidelberg. We re-
fer to the Credit Risk Evaluation model also as the CRE model.

A W N P
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understand and compare the models and to see the impact of modeling assumptions on the
reported portfolio risk. Fourth, the thesis covers all methodological steps that are necessary to
quantify, to analyze and to improve the credit risk and the risk adjusted return of a bank port-

folio.

Conceptually, the work follows the risk management process that comprises three major as-
pects: the modeling process of the credit risk from the individual client to the portfolio (the
qualitative aspect), the quantification of portfolio risk and risk contributions to portfolio risk
as well as the analysis of portfolio risk structures (the quantitative aspect), and, finally, meth-

ods to improve portfolio risk and its risk adjusted profitability (the management aspect).

The modeling process

The modeling process includes the identification, mathematical description and estimation of
influence factors on credit risk. On the level of the single client these are the definitions of
default’ and other credit events®, the estimation of default probabilities®, the calculation of
credit exposures™® and the estimation of losses given default'!. On the portfolio level, depend-
encies and interactions of clients need to be modeled™.

The assessment of the risk models is predominantly an analysis of the modeling decisions
taken and of the estimation techniques applied. We show that all of the four models have con-
siderable conceptual problems that may lead to an invalid estimation, analysis and pricing of
portfolio risk.

In particular, we identify that the techniques applied for the estimation of default probabilities
and related inputs cause systematic errors in Credit Risk+™ and Credit Portfolio View* if
certain very strict requirements on the amount of available data are not met even if model
assumptions are assumed to hold. If data is sparse, both models are prone to underestimate

default probabilities and in turn portfolio risk.

For Credit Metrics and the KMV model, it is shown that both models lead to correct results if
they are correctly specified. The concept of dependence that is common to both models —

called the normal correlation model — can easily be generalized by choosing a non-normal

" See section |.A.

l.e. of rating transitions, see sections |.B.4, 1.B.6.c)(4), 1.B.7.
See section |.B.

Section I.C.

Section I.D.

See Section II.A.

Section I.B.5

Section |.B.6

8
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distribution for joint asset returns. As one of the main results, we prove for homogenous port-
folios that the normal correlation model is precisely the risk minimal among of all possible
generalizations of this concept of dependence. This implies that even if the basic concept of
dependence is correctly specified, Credit Metrics and the Vasicek-Kealhofer model systemati-
cally underestimate portfolio risk if there is any deviation from the normal distribution of as-

set returns.

Credit Risk+ has one special problem regarding the aggregation of portfolio risk™. It is the
only model whose authors intend to avoid computer simulations to calculate portfolio risk and
attain an analytical solution for the portfolio loss distribution. For this reason, the authors
choose a Poisson approximation of the distribution of the number of defaulting credits in a
portfolio segment. As a consequence each segment contains an infinite number of credits.
This hidden assumption may lead to a significant overestimation of risk in small segments,
e.g. when the segment of very large exposures in a bank portfolio is considered that is usually
quite small. Thus, Credit Risk+ is particularly suited for very large and homogenous portfo-
lios. However, at high percentiles, the reported portfolio losses even always exceed the total

portfolio exposure.

With the Credit Risk Evaluation model, we present a risk model that avoids these pitfalls and
integrates a comprehensive set of influence factors on an individual client’s risk and on the
portfolio risk. In particular, the CRE model captures influences on default probabilities and
dependencies such as the level of country risk, business cycle effects, sector correlations and
individual dependencies between clients. This leads to an unbiased and more realistic estima-
tion of portfolio risk®.

The CRE model also differs from the other models with respect to the architecture, which is
modular in contrast to the monolithic design in other models. This means that the corner-
stones of credit risk modeling such as the description of clients’ default probabilities, expo-
sures, losses given default, and dependencies are designed as building blocks that interact in
certain ways, but the methods in each module can be exchanged and adjusted separately. This
architecture has the advantage that, by choosing appropriate methods in each component, the
overall model may be flexibly adapted to the type and quality of the available data and to the
structure of the portfolio to be analyzed.

* Section Il.A.3.a)
% sections I.B.7 and I1.A.2

www.risk-and-evaluation.com © 2002 CRE Center for Risk &
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For instance, if the portfolio is large and if sufficiently long histories of default data are avail-
able, business cycle effects on default probabilities can be assessed in the CRE model. Other-
wise, more simple methods to estimate default can be applied such as long term averages of
default frequencies etc. Similarly, country risk typically is one of the major drivers of portfo-
lio risk of internationally operating banks. In turn, these banks should use a risk model that
can capture its effect'’. Regional banks, on the other hand, might not have any exposures on

an international scale and, therefore, may well ignore country risk.

Moreover, an object-oriented software implementation of the model can directly follow its
conceptual layout. Here, building blocks translate into classes and methods into routines
within the classes. This makes it easy to adapt the software to the model and to integrate new

methods.

It is worth noting that the CRE model contains Credit Metrics and the Vasicek-Kealhofer
model as special cases, if methods in the modules are appropriately specified.

The presentation of our analyses and results follows the modular architecture of the CRE
model. We go through the building blocks separately and only analyze the respective compo-
nent of each model and, if necessary, the restrictions that the choice of a particular model in
one building block imposes upon other components. This structure renders it possible to as-
sess each method in each module individually and to avoid that errors accumulate or offset

each other and make the resulting effect intransparent and difficult to apprehend.

Analysis of portfolio risk structures

After all components of a portfolio model are defined and all relevant input parameters are
estimated, the next step in the credit risk management process entails the quantification of
portfolio risk and of risk contributions to portfolio risk and the analysis of portfolio risk struc-
tures. This step is entirely based upon the portfolio loss distribution and on the concept of
marginal risks. As they are based upon standardized model outputs, all methods to analyze
risk structures are generally valid and independent of the underlying risk model.

We develop a general simulation based approach how the portfolio loss distribution and the
expected loss, the standard deviation, the value at risk, and the shortfall as specific risk meas-
ures can be estimated and supply formulas for confidence intervals around the estimated risk
measures and confidence bands around the loss distribution. We also show that the calculation

7 Sections I.B.7.a)(1) and II.A.5.

www.risk-and-evaluation.com © 2002 CRE Center for Risk &
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of value at risk and shortfall may be subject to systematic estimation errors if the number of

simulation runs is not sufficiently large with regard to the required confidence level.

The mere calculation of risk measures for the entire portfolio and portfolio segments is usu-
ally not sufficient in order to capture the complexity of real world portfolio structures and to
localize segments where the risk manager has to take actions. This is due to the fact that dif-
ferent aspects of risk such as segments’ losses given default, their risk contributions, risk ad-
justed returns etc. may lead to very different pictures of the portfolio structure and may also
interact. l.e. a portfolio segment, that appears to be moderately risky if single aspects of risk
are considered in isolation, can gain a high priority if various concepts of risk and return are
evaluated in combination. For this reason, we give an example of a comprehensive portfolio

analysis and the visualization of portfolio risk in a ‘risk management cockpit’.

A complementary approach to improve portfolio quality that does not depend upon the actual
portfolio composition is algorithmic portfolio optimization. We develop a method that mini-
mizes portfolio shortfall under certain side-constraints such as the size of expected returns or
non-negativity of exposures and give an example of an optimization and its effect upon port-

folio composition and marginal risk contributions.

Risk management techniques

When portfolio risk is modeled, measured and decomposed, the risk manager may want to
take action to adjust the portfolio along value at risk, shortfall and return considerations. On
the level of the single client this can be done by adequate, risk adjusted pricing of new credits
and the allocation of credit lines. On the portfolio level, the allocation of economic capital as
well as the setting of risk, exposure and concentration limits, credit production guidelines, and
credit derivatives can be used, for instance, to redirect the portfolio.

The thesis is organized as follows: In the first part, we discuss the credit risk management of a
single client. This includes the modeling and estimation of clients’ risk factors and mainly the
risk adjusted pricing of financial products. In the second part, the focus is on the risk man-
agement of multiple clients. We begin with a detailed description and analysis of various con-
cepts of dependence between clients. Subsequent sections deal with the quantification and
analysis of portfolio risk and with risk management techniques.

www.risk-and-evaluation.com © 2002 CRE Center for Risk &
8 Evaluation GmbH & Co. KG
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|. The credit risk of a single client

The credit risk of a single client is the basis of all subsequent risk analysis and of portfolio
risk modeling. In this part, we provide a comprehensive account of single credit risk model-
ing.

To clarify the events considered as “credit risk’, we start with different definitions of default.
We continue with an in-depth analysis of various methods to assess default probabilities. In
particular, we show the properties and sometimes deficiencies of the estimation techniques
and propose new modeling ideas and estimation methods. The next two sections discuss ex-
posure concepts and models for the loss given default rates or recovery rates, respectively.
Finally, as one of the most important risk management techniques at the level of a single cli-

ent, we give and prove formulas for the risk adjusted pricing of bonds and European options.

A. Definitions of default

While legal definitions of default vary significantly, two main concepts of default can be dis-

tinguished.

The first concept is client orientated, i.e. the status of default is a state of a counterparty such
as insolvency or bankruptcy. The major consequence of this definition is that all business
done with the respective counterparty is affected simultaneously in the event of default. Thus,
all transactions are fully dependent upon each other. It is impossible by definition that, say,
two thirds of a counterparty’s transactions default while the remaining third survives. The
single contracts differ only in the loss conditional to default, but not in the fact of default.
This strong interdependence of the trades implies, firstly, that it is sufficient to trace the cli-
ent’s credit quality and financial prospects to assess the probability of default of each individ-
ual contract and, secondly, it allows the aggregation of credit exposures™® from the single
trades to a total exposure of the client as the relevant input to further risk management tech-

niques.

The aggregation of exposures belonging to the same counterparty is not only useful in expo-
sure limitation, but it is an important simplification in all simulation based portfolio models
because it reduces the number of exposures to be modeled to the number of clients. Taking

into consideration that the consumption of computer resources and calculation time increases

8 see section I.C below.

www.risk-and-evaluation.com © 2002 CRE Center for Risk &
16 Evaluation GmbH & Co. KG



Uwe Wehrspohn Credit Risk Evaluation

quadratically in the number of exposures in most models, it becomes evident that it is an ad-

vantage to be able to keep the number of exposures small.

This client-orientated definition of default is adequate for derivatives and trading portfolios

and most classical credits.

The second concept of default is transaction orientated. It is, thus, the direct opposite to the
first approach. Here, default occurs if a contract is given notice to terminate®®. This definition
of default is particularly suitable if financed objects belong to the same investors, but are ju-
ridically independent. In this context it would not necessarily be justified to assume that all
contracts default simultaneously®’. Another application is joint ventures by a number of coun-
terparties. In this situation it is hardly possible to assign the contract to a single client or to

give a precise reason for default as all participants are liable.

All estimation techniques of default probabilities subsequently described can be used with the
first definition of default that puts the focus on the client. The market data based approaches,
however, are specialized on the calculation of individual default probabilities. Hence, they

cannot be applied if the transaction-orientated concept of default is required.

All rating based techniques to estimate default probabilities can be used with both concepts. It
is worth noting, though, that the Credit Risk Evaluation model, in particular, is designed to
handle both concepts simultaneously. It can apply different methods to calculate default prob-

abilities in parallel and can picture specific dependencies between clients and objects®.

B. Estimation of default probabilities

1. Market factor based estimation of default probabilities: the Merton
model

To determine whether a company has the ability to generate sufficient cash flow to service its
debt obligations the focus of traditional credit analysis has been on the company’s fundamen-
tal accounting information. Evaluation of the industrial environment, investment plans, bal-

ance sheet data and management skills serve as primary input for the assessment of the com-

' Sometimes default on a transaction level is defined as the event that a due payment is delayed. This definition has a

problematic implication. Here default is no absorbing state any more as an insolvency or a notice to terminate. The de-
layed payment can be made later and the contract survives. Thus, there will be a cluster of observed recoveries after
default at 100% since no loss actually occurs if the contract is carried on, whereas in other circumstances, where the
delay is due to a more severe credit event, consequences are much more serious.

It is, for instance, often observed that residential mortgage loans default up to 10-20 times less frequently than non-
residential mortgage loans.

See section I.B.7 below.
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panies likelihood of survival over a certain time horizon or over the life of the outstanding
liabilities.

It is a well-known critique of this approach that financial statement analysis may present a
flawed picture of a firm’s true financial condition and future prospects. Accounting principles
are predominantly backward oriented and conservative in design. Moreover, accounting in-
formation does, therefore, not include a precise concept of future uncertainty. “Creative ac-
counting” might even intend to disguise the firm’s factual situation within certain legal limits.
Finally, a market valuation a firm’s assets is difficult in the absence of actual market related

information.

In his seminal article on credit risk management®> Robert Merton proposes a method to price
a public company’s debt based on the equilibrium theory of option pricing by Black and
Scholes® 2. Supposing that his arguments hold, some of the results can serve as an important

input for the calculation of default probabilities.®

a) Main concept

Under the simplifying assumption®® that all of the company’s liabilities are zero-bonds with
the same maturity, Merton defines the default of the company as being equivalent to the event
that the total value of the firm’s assets is inferior to its obligations at the moment of their ma-
turity. In this case the owners would hand the firm over to the creditors rather than paying
back the debt. The probability of default is, thus, equal to the probability of observing this

event.

b) Assumptions

In order to be able to close the model?’ and to derive formulas, Merton makes a number of

technical and fundamental assumptions. The technical assumptions serve above all to facili-

2 Robert Merton (1974)
% Fisher Black and Myron Scholes (1973)
% This is why Merton’s model is often referred to as the option pricing approach.

The calculation of default probabilities was not proposed by Merton himself in the article quoted above. It is rather an
extension of Merton’s original approach, which has been initiated by KMV Corporation, San Francisco (from now on
referred to as “"KMV"). For further modifications of Merton’s model by KMV see next chapter.

See below.

It is a central challenge for the model to deduce the hidden variables. Merton’s interest was to price risky debt. All that
can be concluded from his analyses are the input variables relevant for this purpose. The assumptions made — both
technical and fundamental - have to be seen on that background.

For the calculation of default probabilities one further input is needed (the expected return on firm value) whose deriva-
tion remains a major concern for the practicability of the model.
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tate the mathematical presentation and to obtain a tractable formalism and can be considerably

weakened?. They are:

1.

The market is “perfect” (i.e. there are no transaction costs nor taxes; all assets can be infi-
nitely divided; any investor believes that he can buy and sell an arbitrary amount of assets
at the market price; borrowing and lending can be done at the same rate of interest; short-

sales of all assets are allowed).
The risk free rate is constant®®,

The company has only two classes of claims: (1) a single and homogeneous class of debt,
precisely of zero-bonds all with the same seniority®® and maturity. (2) The residual claim,

equity.

The firm is not allowed to issue any new (senior)*! debt nor pay cash dividends nor repur-

chase shares prior to the maturity of the debt.*

The Modigliani-Miller theorem obtains, i.e. the value of the firm is invariant to its capital

structure.®®

The fundamental assumptions are:

6.

The value of the firm, V, follows an autoregressive process, i.e. all information needed to
predict the future dynamics of the firm value is contained in its past development. The
value of the firm is, particularly, not subject to any exogenous shocks. The assumption

that V specifically follows a geometric Brownian motion
dVv = uvdt + ovdz

is again simplifying®. It implies that the volatility of the returns on firm value is constant

over time and that the distribution of its growth rates is normal.

% Robert Merton (1974), p.450

% |f interest rates are constant there are no term structure effects so that term structure and risk structure effects on the
price of debt and the probability of default can trivially be separated.

For the calculation of default probabilities, it is not necessary that all bonds have the same seniority since equity is al-
ways the most junior claim. It is just relevant for the pricing because a credit’'s expected loss usually depends on its
seniority.

See footnote 30.

It would be sufficient that the nominal amounts of debt and of dividend payments were deterministic functions of time.

Merton himself shows that the argument holds even without the Modigliani-Miller theorem. However, this case is for-
mally more complex because it leads to non-linear stochastic differential equations. See Merton (1974), p. 460.

Here pis the instantaneous rate of return on the firm per unit time, o is the instantaneous standard deviation of the re-
turn on the firm per unit time; dz is a standard Brownian motion.
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7. The value of the firm’s equity, E, (and, hence, debt) is a deterministic function of the

value of the firm and time:
E=F(V)
Thus, by 1t6’s Lemma, the stochastic differential equation defining the distribution of E is
explicitly given as
dE = p Edt + o _Edz,
where g, teand dze are known functions of V, t, g, zand dz. It is essentially implied that
the dynamics of the equity markets are fully induced by the stochastic behavior of asset

values and that there is no further source of uncertainty in the equity markets as for in-
stance by speculation or imperfect aggregation of information.

8. As a necessary condition for the previous supposition to hold® and as to be able to use the
risk-neutral valuation argument by Black and Scholes to eliminate y from the stochastic
differential equation defining the behavior of E, Merton assumes that an ideal fully self-
financed portfolio consisting of the firm, equity, and risk-less debt can be constructed and

be valued using a no arbitrage argument.

9. Trading in assets takes place continuously in time so that the mentioned portfolio can be

hedged at each point in time.

10. Total equity value is exactly the sum of all incremental equity values.

c) Derivation of default probability

From the definition of default as the event that the firm value is inferior to the total amount of
debt at maturity of the debt and from the assumption that firm value follows a geometric
Brownian motion, it would be straight forward to calculate the company’s default probability

if the so far hidden variables , g, and V, were known.

It follows from the distribution of the stochastic process of V that the logarithm of firm value

at time T is normally distributed with mean*®
E(INV)=InVo+ (U-0509)T
and variance

Var (InV7) = ¢*T.

% | arbitrage were possible in the market, the price of equity would also depend on the size of the arbitrage opportunity.

In this case, It6’'s Lemma would be invalid. For 1td’s Lemma see @ksendal (1998), Theorem 4.1.2.

% We assume that the present moment is equal to t = 0.
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Therefore, we have®’

P{defaul} =V, <D =P Inv, <Inp

) P{lan ~(Invy +(u-050%)r) _InD-(Inv, + (u—0.502)r)}
B a\T a\T

:(D(InD—(InVO +(,L1—0.502)T)J:¢(_d*)

oJT ’

The remaining task is to assign values to W, g, and V.
From Merton’s analysis o and V, can be concluded:

From the above assumptions® it can be shown that p drops out of the stochastic differential
equation defining equity value, E. Hence, u cannot influence equity value, i.e. E is independ-
ent of investors’ risk preferences. Thus, any risk preferences that seem suitable can be as-
sumed without changing the result. It is particularly simplifying to consider investors as risk-
neutral implying that [ is equal to the risk-free rate r and that the discount factor for the risky

investment is equal to ™.
Furthermore, observing that at maturity, T, of the debt equity value is equal to
Er = max(0, V1-D),*

the stochastic differential equation defining the distribution of E can be solved using analo-

gous arguments to Black and Scholes (1973) *°
Eo = Vo ®(dy) —e™ D d(d,).

As already alluded, it is implied by 1t6’s Lemma®** that

% with

) ) In(\ﬁj+(u—crz/2)r
0 = _InD-(inV, +(u-0507)r) _ (Inv, +(u-0502)r)-InD _ (D
aT VT oT
d;states how many standard deviations the expected value of In(Vr) is away from the default point In(D) and is, there-
fore, often named ‘distance to default’.
Especially assumption 8.

38
¥ Since if Vr 2D (with D = total debt), equity holders pay back the debt, and if Vr <D, equity holders hand over the com-
pany. Equity has, thus, the same cash flow profile as a European call option with maturity T and strike price D.

0 With
In(V—D"j +(r+a?i2)r
VT
d,=d, —o\T
The stochastic differential equation defining the distribution of equity value E = F(V,t) is given by
oF oF  10°F oF
o¥V?

dF = v+ S+ 20T dt + 5 oVdz
N 20V v

d, =
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ofE, =V,(d,)o .
Both equations can simultaneously be solved numerically for Vy and o.

It should be pointed out, however, that even if all stated assumptions are fulfilled, the stochas-
tic process defining the equity value E is apparently* heteroskedastic, i.e. equity volatility og
IS not constant but changes over time. It can, therefore, not be taken for granted that o is
known or that it can be estimated by the 30-day-volatility, which is normally used in the
Black-Scholes model*®. Therefore, o and \V appear to remain to a certain degree hidden fun-

damental variables that prevent the model from being fully closed.

This is far more true for the expected return on firm value, (. Other than in the capital asset
pricing model (CAPM), it cannot directly be calculated from market returns, but has to be
estimated indirectly from the previously estimated firm value process. It does seem unlikely

that this procedure still leads to very precise results.

d) Discussion

If correctly specified, the Merton model is able to compensate for a number of deficiencies of

traditional credit analysis.

It provides a methodology to effectively include the market’s perception of a company into
credit analysis. The information contained in equity markets is inherently future oriented and,
therefore, particularly valuable. Leading to a formula for a company’s default probability, the

model has a clear-cut concept of uncertainty that can serve as input to further credit analysis.

Furthermore, default probabilities can be individually assessed on a day-to-day basis for each
public company. l.e. companies’ risk profiles can, firstly, be evaluated without a long time
lag* so that possible deteriorations in credit qualities can be quickly anticipated and, sec-

ondly, risk profiles can be compared on a cardinal scale rather than just on an ordinal scale.

The equity volatility follows from the second term where ai is the option delta @(d,). Cf. for It6’s Lemma to @ksendal

MY
(1998), Theorem 4.1.2.

42 see above.

“In the Black-Scholes model the equity value is assumed to be homoskedastic, i.e. have constant volatility. An applet

that illustrates the relationship between firm value, debt and default probabilities in the Merton model and also the het-
eroskedasticity of the equity price process which induces the mentioned estimation problems is available at
http://www.risk-and-evaluation.com/Animation/Merton_Modell.html.

This is not necessarily true because the amount of debt drawn by a company is not published on a day-to-day basis
but rather parallel to the accounting periods. There might also be unknown undrawn lines of credit that could in reality
be used to honor payments and avert a default.
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There is no estimation error due to averaging between firms as in the rating based approaches
(see below). Since the estimation is merely an evaluation of a stochastic process whose gen-
eral distribution is known by assumption, there is no sampling error involved in the estima-
tion. Having completely tied down default analysis to the purely quantitative analysis of the

firm value process, all errors attributable to judgmental analyses by credit experts are avoided.

Besides the fact that input variables might not be fully known, the main points of criticism

concern the validity of the fundamental assumptions made in the model.

The concept of default that a company goes bankrupt if and only if the total amount of assets
is inferior to the total amount of debt at a certain point in time does explicitly exclude other
reasons of insolvency frequently observed such as temporary liquidity problems, law suits,
criminal acts etc. This narrow definition might lead to a misestimation of the probability of
default.

It is particularly problematical that in order to be able to apply 1t6’s Lemma Merton assumes
equity value to be a deterministic function of only asset value and time*®. Although surely
strongly influenced by a company’s fundamental economic facts, it is largely uncontested that
equity values are superimposed by speculative tendencies*® and market imperfections that
lead to inefficient aggregation of information.*” Sobehart and Keenan (1999) show that de-
fault probabilities are overestimated if the fraction of equity volatility induced by asset vola-

tility is overstated®.

The requirement is also violated if a company’s traded equity is not highly liquid so that the
noted price might not be identical to the asset’s actual market price. This quite restricts the

number of companies accessible to analysis even among the public companies.

The supposition that the firm value follows an autoregressive process restricts the assessment
of a company’s creditworthiness solely upon the performance of its stock price. Exogenous
influences such as country risk, fluctuations in the economic environment, business cycle ef-
fects, and productivity shocks that might change the characteristics of the firm value process
are systematically ignored. It becomes clear from this fact that Merton’s model is not an ex-

tension or a generalization of traditional credit analysis but rather disconnected from it. This

“ |t is worth noting that Merton apparently assumes this deterministic relationship for ‘fundamental’ technical reasons

rather than for its economic realism. For the suppositions necessary for the validity of 1t6’s Lemma confer to @ksendal
(1998), Theorem 4.1.2.

Equity prices may even contain a bubble component. This is obvious given the recent experience with internet stocks.
See Money Magazine April 1999, p. 169 for Yahoo's P/E ratio of 1176.6.

For a detailed discussion of possible influences on equity values confer to Lipponer (2000), p. 66-69.

Sobehart and Keenan (1999), p. 22ff. The authors state this fact as a major reason why equity and bond markets lead
to very inconsistent results when it comes to credit analysis.
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observation is so much more important as imprecisions in distributional assumptions or data
quality are necessarily carried through to the estimation of default probabilities if there is no

plausibility check against other economic variables that contain similar information.*

Defaut probability vs. distance to default (log scale)
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Figure 1: Default probability vs. distance to default in Merton’s model

Figure 1 shows the “distance to default”*

, plotted against the corresponding probability of
default™. It can be seen that the relationship between both variables is almost exponential
implying that small misconceptions of the distance to default can lead to considerable mises-
timations of default probability. A holistic credit analysis would, thus, try to combine market

and accounting related information, if available, to increase precision to a maximum.

Merton’s approach to deduce firm value, V, and firm value volatility, o, would not be justified
if the differential equation defining the equity value involved the expected return on the firm
value, {, since [ cannot be directly estimated and is not independent of investors’ (unobserv-
able) risk preferences. The higher the level of risk aversion by investors, the higher p will be
for any given firm. Merton, therefore, assumes the existence of arbitrageurs who imply that
the self-financed portfolio consisting of the firm, equity, and risk-less debt earns the same
risk-free rate as other risk-free securities, independent of p. If the portfolio earned more than

this return, arbitrageurs could make a risk-less profit by shorting the risk-free securities and

“  This raises the question where lenders should take position in the trade-off between the error owing to the purely
quantitative Merton approach and the error as a result of biased judgmental analyses of a company'’s ‘soft facts’.
See footnote 37.

See the formula above.
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using the proceeds to buy the portfolio; if it earned less, they could make a risk-less profit by
doing the opposite, i.e. by shorting the portfolio and buying risk-free securities.

It is, however, doubtful to take the existence of arbitrageurs for granted in a credit risk con-
text. If equity is a long call option on firm value, the firm’s creditors can be considered to
hold the short position of the same option. The situation of creditors and equity owners in this
case is slightly different from the short and long position of an ordinary call option, though,
because equity holders remain the owners and the managers of the firm in addition to their
long option position. This gives them the opportunity to dispose relatively freely of the firm’s
assets as it serves their interests. Creditors, on the other hand, as holders of the short position
can do little to prevent this until after a default has occurred.’® Creditors are, thus, in a much
weaker position than holders of short positions in an ordinary context and, having to face this
moral hazard problem of their counterparties, are not necessarily ready to function as arbitra-

geurs.

Finally, the equity price stated in financial markets is the price for one share only. It is evident
from many take-over attempts that a company’s total equity value can be very different from
the sum of all incremental equity values.>* Hence, total equity value can be considered as an-

other hidden fundamental variable in the model.

2. Extensions of Merton’s model by KMV

The many technical deficiencies of the Merton model greatly diminished its practicability for
banks and lenders who wished to assess the default probability of their counterparties. This
led KMV Corporation in the early 1980’s to extend the Merton model to a variant, the Va-

sicek-Kealhofer model.>®

The Vasicek-Kealhofer model® has the same conceptual architecture as the Merton approach,
but above all tries to weaken and to adapt the technical assumptions®".

2 By this argument, Merton tries again to draw an analogy to the Black-Scholes analysis.

Confer to Sobehart and Keenan (1999), p. 19f. See also footnote 48.

For instance the stock value of Mannesmann increased by 100 billion DEM or more than 100% between October 1999
and February 2000 during an unfriendly takeover by Vodafone.

®*  Confer to Vasicek (1984).
% For clarity, we will refer to this model either as the Vasicek-Kealhofer model or the KMV model.
" Confer to Vasicek (1984), Croshy (1997), Crouhy et al. (2000), and Sellers et al. (2000).
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While Merton assumes the firm’s liabilities to only consist of two classes, a debt issue matur-
ing on a specific date and equity, KMV allows liabilities to include current liabilities, short-
term debt, long-term debt, convertible debt, preferred stock, convertible preferred stock, and

common equity.>®

KMV takes account of dividend payments and cash payments of interest prior to the maturity
of the debt™.

KMV generalizes the concept of default. In the Merton model, default was equivalent to the
firm value being lower than the debt at the moment when the debt had to be repaid. In the
Vasicek-Kealhofer model default can happen even before the maturity of a particular debt
issue.?® Equity, in this context, has no expiration date, but is modeled as a perpetual option.®
In the KMV model, the firm value process is only modeled as a geometric Brownian motion
for the purpose of calculation of the unknown input variables and the distance to default®.®® It
had turned out that the mapping of the distance to default measure to default probabilities via
the lognormal law implied by the geometric Brownian motion led to implausible results.®*
Today an empirical distribution is used to assign default probabilities to the stated distances to
default.

a) Discussion

The KMV model is valuable because it rendered the Merton model operational and turned it
into a useful tool for practitioners. Although specialized on public companies®, this is a group
of counterparties that contributes particularly high credit risk to most banks’ total portfolio

due to small headcount and large volumes.®

Very importantly, the KMV model enables risk managers to monitor public companies on a

day-to-day basis and use the estimated default probability®’ as early warning information that

% See for instance Vasicek (1984), p. 5 and 11.

¥ vasicek (1984), p. 6 and 11.
% Vasicek (1984), p. 5f.

. Sellers et al. (2000), p. 3.

2 See footnote 37.

6 See Crouhy et al. (2000)

& See Sellers et al. (2000), p.3, where it is stated that the normal law assigned a AAA rating to half of the North Ameri-
can companies in the KMV database.

Around 9500 companies in the U.S., see Sellers et al. (2000), p. 3.
This is particularly true for large, internationally operating banks.
KMV calls the output of its model an “expected default frequency” or “EDF".
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is entirely based on automated and purely quantitative analysis. Once in operation, the model

is unlikely to fail due to human misinterpretation of the actual economic situation.®

However, being an extension of the Merton model, the KMV model inherits all its severe
structural problems.®® Moreover, KMV has so far refused to publish the precise methodology
and the data upon which the empirical distributions are based meaning that the model can be
viewed as the proverbial black box.

This cannot be compensated by the fact that KMV asserts to have done detailed research that
has proved all results.”® The lack of a publicly available test is critical because the relationship
between distance to default and estimated probability of default is so sensitive that small er-
rors in the measuring of the distance to default or in the mapping between both quantities may

lead to significant errors in the resulting default probability.”

3. Market factor based estimation of default probabilities: the Jarrow-
Turnbull models

In a series of articles’® beginning in 1995, Robert Jarrow and Stuart Turnbull developed a
number of models under various assumptions and degrees of complexity that based the under-
standing of a trade’s credit risk on the analysis of credit spreads and other relevant market
factors’®. Similar to Merton, Jarrow and Turnbull are predominantly interested in the pricing
of financial securities subject to credit risk. They do not put the focus on the calculation of

actual default probabilities.

a) Main concept

While considerably differing in detail, all Jarrow-Turnbull-models have a similar architecture
consisting of four building blocks:

1. A model for market factors that influence the size of credit spreads such as the term
structure of default-free interest rates and an equity market index. The actual shape of

the models varies with the larger context. However, these ‘elementary’ factors are

% Inits public firm model, Moody’s Investors Service identified the capability to act as an early warning system as a ma-
jor goal for a rating system. Cf. Sobehart et al. (2000), p. 5.

See above.

For a remarkable example of KMV’s marketing activities see Sellers et al. (2000).

See Figure 1.

2 Confer to Jarrow et al. (1995), (1997a), (1997b), (2000), Jarrow (2000).

™ This technology is implemented by Kamakura Corporation, Honolulu, USA, as a commercial software package under
the name of Kamakura Risk Manager-Credit Risk System.
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generally modeled as correlated autoregressive processes such as general It6-

Processes’*, geometric Brownian motions or mean-reversion processes’”.

2. The client’s default process. It is supposed to be a binomial process or an exponential
process independent of the development of the previously defined market factors’®, or
a Cox process where the intensity is a function of the level of interest rates and the un-
anticipated changes in the equity market index.

3. The recovery rate process. Recovery rates conditional to default are assumed to be a
constant fraction of the bond’s present value prior to default’” or of the bond’s legal
claim value, i.e. its principal plus accrued interest’®. Alternatively, recovery rates are
modeled as endogenous variables and are estimated from equity and expected bond

prices’.

4. A model that relates observed credit spreads to expected bond-payoffs and the risk-

free interest rate curve®.

Postulating the absence of arbitrage opportunities and a frictionless market, a risk-neutral
world can be assumed. This implies that expected returns and discount factors are equal for
different investments and can directly be deduced from the default-free interest rate curve®.
Under these conditions the models can be solved and risk-neutral default probabilities be de-

rived.

From the martingale condition, risk-neutral default probabilities, and the market factors, natu-
ral default probabilities could be calculated. However, being merely interested in pricing se-

curities, Jarrow and Turnbull only briefly hint at this possibility®.

Note that Jarrow and Turnbull do not need a clear-cut definition of default as in the Merton
model or in the rating based estimation techniques to derive default probabilities. They merely
require that default is an absorbing state. A firm in default will not come back. Supposing that
the market’s perception of a firm’s financial future and it’s prospects of default are implied in
its credit spread, it is not necessary for the risk manager to further monitor the firm or to give

reasons under what conditions a default could occur.

™ E.g.Jarrow et al. (1995), p. 71; (1997a), p. 275.

™ Jarrow et al. (2000), p. 284.

®  Jarrow et al. (1995), pp. 58, 73; (1997a), p. 273.

T Jarrow et al. (1995), pp. 58; (1997a), p. 275.

" Jarrow et al. (2000), p. 288.

™ Jarrow (2000).

8 Jarrow et al. (2000), p. 290f. even introduce a convenience yield compensating for short sale constraints.
This is the same argument as in the Merton-model.

8 Jarrow et al. (1997a), p. 292.

81

www.risk-and-evaluation.com © 2002 CRE Center for Risk &
28 Evaluation GmbH & Co. KG



Uwe Wehrspohn Credit Risk Evaluation

b) Discussion

The Jarrow-Turnbull-approach is the most important family of models that can make use of
background market factors such as interest rates or equity prices to calculate a client’s default
probability and his credit exposure at the same time and, thus, integrate market and credit risk
to a certain extent. This is especially an advantage if large portfolios of interest rate sensitive

products such as bonds, swaps, and interest rate options need to be valued and hedged.

Being entirely based upon market data, the derived natural probabilities of default can also
serve as early warning information for deteriorations in clients’ credit quality and the general
stability of markets. In addition, the model output could be a valuable point of comparison to
the results of the Merton-model that also employs market data to estimate default probabili-
ties.

Besides the apparent fact that it can only be used for firms with publicly traded bonds, the
approach shares a number of disadvantages with the Merton-model. These are above all the

data constraints and the hidden fundamental variables.

Apart from depending on market and default risk, credit spreads are frequently contaminated
by other disturbing influences such as liquidity problems and especially by recovery rate un-
certainty. This is particularly crucial because whilst recovery data is certainly the least reliable
in credit risk analysis at all it decisively influences both the estimated default probabilities and

security prices®.

The same holds true for liquidity shortages that occur often in bond trading.®* What is more,
combined with the observation that corporate bonds are usually traded in small quantities with
large notionals rather than in large numbers and small notionals such as shares, liquidity prob-
lems indicate that the assumption that arbitrageurs exist and constantly adjust prices to their
accurate level is doubtful.

Here again we have to conclude that it is not an easy task to base the estimation of default
probabilities on market data. If the necessary data can be obtained at all, its quality is not as-
sured. Assumptions are required to close the model that certainly cannot be taken for granted.
Moreover, it is not evident and has been left to future research as to how robustly the model

reacts if assumptions are violated.

8 In most models by Jarrow and Turnbull, it can be shown that for a given credit spread the estimated default probability

also goes to one when the recovery rate tends to one.

8 This is also stated by Jarrow and Turnbull themselves for bonds traded abroad. Jarrow et al. (2000), p. 291.
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4. Rating based estimation of default probabilities: the mean value
model

The third important method to estimate clients’ default probabilities is based upon ratings.

A rating, in its most general definition, is an evaluation of a counterparty’s credit quality. It is,
in particular, an assessment of a client’s probability to fail to meet its obligations in accor-
dance with agreed terms.?® Ratings have been developed since the early 20™ century from
investors’ need for more market transparency and independent benchmarking, and from com-

panies’ necessity to open access to capital markets and to reduce refinancing costs.

Ratings present a much broader approach to estimate default probabilities than the purely
market data oriented concepts previously discussed. Ratings typically try to evaluate all in-

formation at hand about a client. For example

the market data, if available,
» other existing ratings,
» company financial statement information,

* macroeconomic variables that reflect the state of the economy and the company’s spe-

cific industry,
«  “soft facts’ such as management quality.®

This flexibility, with respect to the possible data basis, is a key advantage of the rating meth-
odology compared to market data based approaches since it allows rating agencies and finan-
cial institutions to include all counterparties into the analysis. These clients can include public

companies such as small and middle sized professionals and even private customers.

a) Main concept
The rating analysis proceeds in three steps:
1. Evaluate all credit quality relevant information related to a customer.

2. As a result of this first investigation, assign each client to a ‘risk group’. A risk group is a
set of counterparties who are assumed to be homogeneous in terms of credit risk, i.e. they

are presumed to have the same default probability and the same probability to migrate

B See Sobehart et al. (2000), p. 6 and Standard and Poor's internet site

http://mww. standardandpoors.com/ratings/frankfurt/was.’htm.

% Cf. footnote 85.
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from one risk group to another. From this point all individual features belonging to a cli-
ent are neglected and he is fully reduced to being a member of that specific group.

The definition of a risk group, i.e. a set of clients considered to be homogeneous, is one
criterion in which different models can be distinguished. It can be a rating category such
as AAA, AA to D in Standard and Poor’s notation. This is the case in the mean value
model. It can also be a rating category in combination with the size of the customer as a
large multinational company and a small professional or a private customer despite being
essentially different in their default behavior may be assigned to the same rating category.
Models that try to estimate a counterparty’s default probability against the background of
its macroeconomic environment usually even make a distinction between rating categories
in different sectors and countries because companies with the same risk profile are not

necessarily equally related to the macroeconomy.

3. Finally, default probabilities are estimated for each risk group and a certain time horizon,
usually of a year. It is clear that the probability of a company to get into financial distress

is dependent on the length of the period of time under consideration.

As a second class of output from the rating process, the probability of migrations between risk
groups can be estimated on the same time horizon. Migrations are assumed to reflect credit
quality changes which can lead to changes in credit exposure.®’

b) Derivation of default probability

In the mean value model, the estimation of default and migration probabilities is conceptually
very simple. It is assumed that a risk group’s default probability equals its observed historical
average default rate. It is also presumed that the default probability is constant over time, not
influenced by the present position in the business cycle or long term changes in the general

economic situation, and that defaults are serially independent®.

It is worth noting that the mean value model, as any other rating based approach, is open with
respect to the definition of default. Other than the Merton model where default is indirectly
defined as the event when the firm value is lower than the debt value at a certain point in time
meaning that the company is unable to meet its obligations, the mean value model can be di-

rectly related to any explicit concept of default such as bankruptcy or just a missed payment.

8 Some rating agencies such as Moody's Investors Service also estimate volatilities of default probabilities as a third

kind of output.

8 |.e. defaults in one period are independent of defaults in another period.

www.risk-and-evaluation.com © 2002 CRE Center for Risk &
31 Evaluation GmbH & Co. KG



Uwe Wehrspohn Credit Risk Evaluation

This is possible because the mean value model does not try to explain or give any reasons
why a default occurs. It merely states the fact and tries to find a statistical relationship be-
tween a counterparty’s credit quality and its financial and economic situation. The statistical
link between the client’s economic position and its probability of distress is purely correlative

89
I

in nature, i.e. there is no reason given for the event of default as in the Merton model™, it just

happens that certain features tend to appear simultaneously no matter why.

This is also the motive why counterparties are first assigned to a risk group before default and
migration probabilities are estimated. Since there is no causative linkage implied among the
included variables and the credit event, it is obligatory to observe historical default frequen-
cies as an input for the estimations. If, however, each client is assessed individually, the ob-
ject under consideration ceases™ to exist if a default happens, and the estimations are obso-
lete. Thus, the method requires counterparties to be clustered to a group as an intermediate
step allowing the group to remain in existence even after defaults have been observed and the
relevant input gathered.

The opposite is also true. Since the diversity of possible reasons for default is remarkable, it is
indeed impossible to precisely trace all potential influence factors and statistically model their
relationships so that the event of default can be described for each counterparty. This is so
much more the case if there is no comprehensive indicator of credit quality to which the prob-
lem can be reduced such as highly liquid equity prices or bond spreads. In order to render the
assessment of a client’s credit quality operational, it is, thus, essential to abandon the struc-
tural approach and replace it with a methodology that whilst leading to efficient results, is also

easier to handle for financial institutions and rating agencies.

c) Discussion

Ratings allow non-public companies and private customers to be assessed for credit risk.
While market data based approaches were always restricted to certain segments of counterpar-
ties, ratings allow a financial institution to consistently estimate the default probabilities of its

entire pool of clients. This is the core advantage of the rating methodology.

Moreover, ratings permit the efficient use of information. If market data is available, it can be

included in the analysis as is the case in Moody’s Risk Calc model®*. However, the analysis is

8 This is why the Merton model is also called the structural approach, while the mean value model is sometimes referred

to as an ‘ad hoc model'.

This is particularly true if default is defined as bankruptcy. Here it is excluded that counterparties come back after a de-
fault.

8 Cf. Sobehart et al. (2000)
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not limited to market data. All other accessible information can be taken into account to un-
derpin or partially correct the results.

This advantage is also one of the major challenges of the rating methodology. As the relevant
data tends to be rather heterogeneous it can sometimes be extremely difficult to assign a client
to a specific risk group. While financial statement information can well be integrated using
statistical discriminance techniques, this is especially so for so called soft facts including
management quality, diversification within a company or a firm’s competitive position in the
industry. Their evaluation is predominantly based upon expert knowledge and, therefore, less

objective and prone to misconceptions and misunderstandings.

Other possible imprecisions result from the estimation of default probabilities. It is clear that
the assumption that all counterparties within the same risk group have the same probability of
default can only be a rough simplifying approximation. It would be much more intuitive to
suppose that credit qualities are continuously distributed rather than jump from one rating
category® to the other. By (mis-) interpreting a rating category as homogeneous the better
clients are unduly devalued and their credit risk is overstated and in turn overpriced. On the
other hand, the risk implied by the lower portion of the clients is underestimated and, there-

fore, underpriced.

This general flaw in the rating theory raises arbitrage opportunities for financial institutions
that are in the position to more accurately assess their clients’ credit risk. They can offer
slightly favorable conditions to those counterparties in a rating category who are better than
the stated average and try to win them as clients. Conversely, they can offer the right price to
those below the stated average and maybe lose them as clients, but not expectedly lose

money.

This argument already shows that financial institutions should not distinguish too few rating
categories in order to hold the error within acceptable bounds.*® Figure 2 illustrates the impact

of the estimation error caused by a small number of rating categories on a portfolio level.

2 In this section, we will use the terms ‘risk group’ and ‘rating category’ synonymously.

% See the detailed discussion below.
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Deviation of portfolio value at risk dependent on
number of rating categories

(Correlations = 20%, default probabilities between 0 - 20%, investment grade < 0.3% default probability,
50% of exposure concentrated in investment grade qualities)

‘— 99%-VaR without distinction of speculative and investment grade

99%-VAR with distinction of investment and speculative grade
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Figure 2: Deviation of portfolio value at risk dependent on number of rating categories
It shows the deviation of the value at risk™ of the credit loss distribution of a portfolio where
the counterparties’ default probabilities are uniformly distributed between 0 and 20%*. To
make the picture more realistic, it was further assumed that exposures were very uneven, i.e.
that the amount of credit each client had received was a function of its credit quality®®. Excel-
lent qualities received up to 600 times more credit than the lowest ones. Since financial insti-
tutions keep most of their assets in good credit qualities, 50% of the total portfolio value were
concentrated in the investment grade including default probabilities of less than 0.3%. To be
able to easily parameterize dependencies among counterparties, the normal correlation model

was used with all correlations being set to 20%°’.

Two different concepts of rating categories were distinguished. The first divided the interval
from 0 to 20% in n equal segments, considering the mean of each segment to be its default
probability. Taking account of the unevenly distributed exposures, the second concept made a
distinction between an investment grade for excellent credit qualities with a default probabil-

ity of less than 0.3% and a speculative grade for the rest.

It can be clearly seen that the misestimation of the portfolio value at risk sharply decreases if
the number of rating categories increases. This is due to the fact that the assumption of homo-

geneous rating categories in terms of default probability becomes less simplistic if there are

% We define the value at risk as a percentile of the portfolio loss distribution, i.e. as the smallest loss that is not ex-

ceeded with a probability of, say, 99%.

To avoid simulation errors the portfolio was supposed to consist of an infinite number of counterparties. In this case
the value at risk can be written as an integral with a simple numerical solution. For details see below section II.A.1.c).

The exposures were defined by two linear functions ax+b, x being the client’s true probability of default, one for in-
vestment grade qualities making up for 50% of the total portfolio value and one for speculative grade qualities.

For an explanation of the normal correlation model, the portfolio approach derived from the Merton model, as known
from Credit Metrics or KMV, see below section Il.A.1.
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more categories. If the number of rating categories tends to infinity, the deviation of the esti-
mated value at risk from the true portfolio value at risk goes to zero.”

However, the practicability of a rating system deteriorates greatly if there are too many cate-
gories. It turns out that the estimation error can be considerably reduced also with a smaller
number of different rating categories if an investment and a speculative grade are distin-
guished. Both grades are not so much defined by credit quality, but rather by exposure con-
centrations. Banks should be able to make subtler distinctions of credit quality in customer
segments to which they have lent large amounts of money no matter how good the clients’
quality is in absolute terms. Large exposures tend to have a strong impact on portfolio risk.
Like a magnifying glass, they sharply intensify misestimations of default probabilities on the
portfolio level. Exposure concentrations are, therefore, the place where an exact assessment of
default probabilities most pays off. In our example, the deviation from the true value at risk

could be reduced to practically zero with just 10 rating categories.

Financial institutions should also try to keep track of the clients’ changes in credit quality.
The assumption of homogeneity of rating categories becomes more and more distorted if an
up or downgrade of a clients’ rating remains undetected, e.g. before the routine check of the
rating. This kind of misspecification in turn biases the estimated default and migration prob-
abilities and leads to an unwanted overlap of rating categories.” In order to operate a rating
methodology effectively, it is, therefore, essential to implement an efficient early warning
system that, ahead of schedule, hints at clients whose credit quality is about to significantly

change and who should be put on a special watch list."® ***

It is, however, important to be aware of the fact that even if a risk group is perfectly homoge-

neous with a constant default probability, the observed historical default rates of this group
are random. For example, take a rating category consisting of 100 identical and independent
clients all with a default probability of 1%. In this situation the probability to observe exactly
one default is approximately 37% while the probability to observe no default at all or more
than one default is more than 63%.

Hence, being a function of those historical default rates, the estimated default probabilities'*

are random, too. Figure 3 shows simulated distributions of estimated default probabilities for

% This is exactly what is stated by the theory of Riemann integrals. The result is intuitively clear because if the number of
rating categories grows, the categories tend to the case of individually assigned default probabilities.

% See Kealhofer et al. (1998), p.11f.

1% This is also an insight from the Asian crisis 1997-1998 where rating agencies failed to recognize the upcoming events.
101 See e.g. Sobehart et al. (2000).

192 The estimated default probabilities were said to be the average historical default rates in the mean value model.
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different degrees of dependence between the clients'®.®* The rating category was supposed

to be composed of 1000 identical counterparties with a true fixed probability of default of

0.5%'% and various degrees of dependence. Their default behavior was followed over 15 pe-

riods and the default probability estimated from the observed default rates.

Densities of estimated default probabilities in mean value model
(1.000 clients, 15 periods, 10.000 simulation runs, bins = 1/15.000, exponentially smoothed)
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Figure 3: Distributions of estimated default probabilities in mean value model

Table 1 sums up some of the major characteristics of the distributions. The first striking fact is

that the mean is always an unbiased estimator of default probability independent of the degree

of dependence among the clients.
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rho=0 rho=0.2 rho=0.4 rho=0.6 rho=0.8 rho=0.9
Percentile of true
value 50.00% 58.13% 63.66% 69.14% 77.29% 82.72%
Range 0'%’ 029%  0.02% 0.00% 0.00% 0.00%  0.00%
5%- percentile 041% 021% 0.09% 0.02% 0.00%  0.00%
20%- percentile 045% 031% 0.18% 0.07% 0.01% 0.00%
40%- percentile 0.48% 0.40% 0.30% 0.17% 0.03% 0.00%
50%- percentile (me-
dian) 050% 045% 0.37% 025% 0.07% 0.01%
60%- percentile 051% 051% 046% 035% 0.14% 0.03%
80%- percentile 055% 0.66% 0.74% 0.77% 0.62%  0.36%
95%- percentile 060% 094% 137% 1.89% 283% 3.36%
Range 1 0.72%  2.49%  544% 10.11% 10.57% 12.79%
Std.Deviation 0.06% 023% 045% 0.71% 1.09% 1.27%
Mean 050% 050% 050% 051% 051% 0.48%
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The correlation parameter p again refers to risk index correlations in the normal correlation model, see below section
1.A.1. Note that in this model uncorrelated counterparties are independent.

For a similar analysis confer to Kealhofer et al. (1998), p. 7ff.

The long-term mean default rate in the German economy between 1975 and 1992 was around 0.51%. Cf. to Bar
(2000).

This follows from the definition of the expected value. It is also independent of the number of observed periods and
from the number of clients.
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Skewness 2,10E-11 1,71E-08 2,22E-07 1,14E-06 4,63E-06 7,31E-06
Kurtosis 3,47E-13 2,01E-10 5,31E-09 4,55E-08 2,62E-07 4,38E-07

Table 1: Characteristics of simulated distributions of probability estimator in the mean value model

Conversely, the distributions’ standard deviations, their skewness’, kurtosis’, and ranges, and
the percentile represented by the true default probability do increase with the degree of de-

pendence™®.

The case of independent clients is set off against the case of higher correlations because here
the average default rate is normally distributed due to the central limit theorem. This is quite
well indicated by the simulation results since the normal distribution is symmetric around the
mean™® with zero skewness and kurtosis. The instance of independence is the only one where
the average default rate is already a consistent estimator of default probability when the num-

ber of clients tends to infinity™°.

If correlations are positive, the standard deviation of the average default rate remains positive
even if the number of clients in this rating category is infinitely large, although it is decreas-
ing in the number of clients. If, however, the number of periods goes to infinity, the default

probability can be consistently estimated no matter how many clients there are.**!

7 Range 0 is the 0%-centile, i.e. the smallest simulated value of the average default rate. Equivalently, range 1 is the

100%-centile, i.e. the highest simulated value.

An animation that illustrates the dependence of the distribution of the mean default rate on the number of periods of
data available and the correlations between clients is available at  http://www.risk-and-
evaluation.com/Animation/Mean_Value_Model.gif
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1% This is why the mean and the median are identical.

This means that the average default rate converges stochastically against the true default probability in the number of
clients.

Consistency implies that the precision of the estimation improves if the amount of available data increases, and that
the sampling error diminishes.

It is straightforward to show that the standard deviation o of the average default rate can be directly calculated as

1 1 1 1/2
o(mn,p,pp)=| —| —pl-p)+|1-— pyp(l-p)
myn n

where m is the number of periods observed, n is the number of clients, p the true probability of default and o, = oo(0,p)
is the default correlation. In the normal correlation model, oo is given by

_ tD(a, a; p) - d)(a)d)(a)
7 oa)-o(a))

with @(J being the one dimensional cumulative normal distribution function, @(/Zjp) the two dimensional cumulative
normal distribution function with correlation p, and finally with a= @~ ().

110

111

If the number of clients n goes to infinity, o converges monotonously decreasingly to

1 1/2
o UG [pD p(L- p)j

m

If, on the other hand, the number of periods m tends to infinity, o apparently goes to zero. Thus, since the average de-
fault rates at single periods are independent and identically distributed by assumption, the overall mean default rate
converges stochastically to the true probability of default by the law of large numbers. Note that it would be sufficient
that average default rates are uncorrelated and have the same mean. Serial independence is not necessary for con-
sistency. Also may dependencies among clients change over time as long as default probabilities remain constant.

However, at least the assumption of serially uncorrelated observations is crucial in the mean value model since other-
wise a consistent estimation of default probabilities would be impossible. Together with the hypothesis that default
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It is, therefore, desirable to have large rating categories, i.e. risk groups that contain many
clients. It is particularly advantageous to be able to evaluate many periods independent from

the size of the category.

Figure 4 shows the variance of the average default rate plotted against the number of clients
per rating category for several numbers of periods. It appears that, independent of our exam-
ple, 50 clients are sufficient to reduce the variance by as much as 98% of the maximum reduc-

tion implied in the number of clients.™2 250 clients stand for 99.6% of the possible reduction.

Variance of mean value estimator of default probability

(def. prob. = 0.5%, correlation = 20% = default correlation = 1.6%)
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0,01
0,001 \

. \

0,00001 -

Variance of estimated default probilities
(log scale)

0,000001
0 50 100 150 200 250 300 350 400

Number of clients

Figure 4: Variance of mean value estimator of default probability
If follows from the formulas in footnotes 112 and 113 that for a given number of counterpar-
ties per rating category the relative reduction of the estimator’s variance is independent in the
degree of dependence among counterparties while the absolute reduction™™® decreases. This
observation is intuitively clear because, if clients strongly depend upon each other, their de-
faulting contains practically the same information meaning that an additional client offers
very little new information while his share in the maximum possible variance reduction re-

mains unchanged.

probabilities are constant over time, it is partially relaxed in models that relate a rating category’s default probability to
the state of the economy.

M2 This can be seen from the formula

2 2
g (mlv P pD) - (m np 'DD) _ 1

2 2
omlppy)-0 meapp) N

The absolute reduction in the estimator’s standard deviation is defined as
2 2 G-
o (mlp,pp)-0o (mnpp,)=pQl-p 1—; 1—PD .
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Analogously, 5 periods of data diminish the estimator’s variance by 80% of the maximum, 10
periods by 90% and 30 periods by 96.7%.** Note again that the impact of the number of pe-
riods of available data on the variance is unaffected by the degree of dependence among coun-

terparties.

Table 1 also shows that for a given number of periods and clients in the analysis, the percen-
tile that is represented by the true value of the probability of default increases with the level of

dependence among counterparties.

In case of independence, the true value equals the median of the distribution of the estimator.
Hence, one would expect to have a 50% chance to overestimate or to underestimate the cor-
rect value. If dependencies are rather elevated, though, it is considerably more likely to under-
state the accurate value than to overestimate it. Thus, especially in case of high correlations it

is important to seek to diminish the estimator’s variability.

d) How many rating categories should a financial institution distinguish?

Estimation errors implied by rating systems result from two major sources, the conceptual
imprecision that rating categories are homogeneous and a sampling error from the actual es-

timation of default probabilities.

Although it is simplifying, the assumption of homogeneous categories is necessary in the
mean value model to consistently perform all subsequent estimations. In order to use rating
systems efficiently in this context, one is, therefore, forced to try to simultaneously keep both

errors small.

As we have seen from the discussion, the supposition that all counterparties within one rating
category are equal as far as default probabilities are concerned is less problematical the more
categories there are. With an increasing number of categories the mean default probability
converges to the individual default probability of each counterparty. From this point of view,

many rating categories are good.

On the other hand, we have seen that the sampling error from the estimation of default prob-
abilities resulting from the random nature of observed default frequencies decreases with the

14 The relative reduction of the standard deviation in the number of available periods of data for a given number of clients

in the portfolio is equal to

2 2
o (Lnppy)-0 (m,n,p,pD)_1 1

2 2
o (@ p,pp) =0 (on,p pp) m
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number of clients per group. Hence, from this point of view, many clients per category are
good. This implies, however, that the total number of clients in the portfolio should not be

divided by too large a number of categories.

Both objectives are, thus, completely contradictory. Nevertheless, to optimize results a num-

ber of rules can be set up:

1. there should be at least 50-100 clients per rating category. If there are fewer clients, the
variance of the estimator of default probability increases drastically due to the small num-

ber. This requirement limits the number of categories.

2. use rating categories efficiently. An ‘investment’ grade should be defined for areas of high
exposure concentration. Distinguish more categories within the investment grade than in

the remaining speculative grade. This reduces the estimation error on the portfolio level.

3. if a bank is too small to provide the necessary number of clients, another bank could be

found with a similar structure so that they can pool their data to perform the estimations.

4. to facilitate a closer cooperation between financial institutions, it should be possible to
render the first step in the rating process, i.e. the evaluation of clients’ risk profiles and the

assignment of a risk score, transparent to other banks.

5. not controversial, but also crucial is an effective early warning system to be sure that ac-

tual rating assignments are up to date and exposures are correctly calculated.

6. finally, the rating process should be stable over time to allow the maximum number of

periods of default experience to be included in the analysis.

The number of rating categories that a financial institution should distinguish depends pre-
dominantly on its size and on the structure of its business. Large banks can use more catego-
ries than small banks. Institutions that hand out considerable amounts of money to all risk

grades need more categories than banks with a rather conservative profile.

5. Rating based estimation of default probabilities: Credit Risk +

An important assumption in the mean value model was that default probabilities of each rat-

ing grade are constant over time, only observed default frequencies vary from period to pe-
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riod. A different approach was chosen in the Credit Risk + model developed by Credit Suisse
Financial Products™® between 1993 and 1996.

a) Main concept

In this model, default probabilities are themselves stochastic. Each period nature is thought to
independently draw a default probability from a probability distribution. Only as a second
step actual defaults occur depending on the sampled default probability. Because default be-
havior is found to differ significantly between industries, the law from which a default prob-

ability is drawn depends on rating category and sector.

The variation of default probabilities is explained by background factors upon which clients
systematically depend™®. Their nature is not further specified and remains anonymous. All
necessary information concerning systematic influences on default behavior is assumed to be

contained in the probability law determining the development of default probabilities.

Note that although default probabilities are random in the model, the probability law that con-
trols them is presumed to be constant. It seems paradoxical, but it is essentially the concept of
continuity that is different in Credit Risk + from the mean value model.

b) Derivation of default probability

There are two main driving forces behind the conceptual architecture of Credit Risk +: firstly,
the analytical derivation of the loss distribution for a portfolio of clients and, secondly, the
mathematical necessity when it comes to estimating the required inputs. Hence, technical rea-

sons have a very high priority in Credit Risk +.

The model supposes default probabilities to follow a gamma law'”. The motive for this as-
sumption is the well known compatibility of the gamma distribution to the Poisson distribu-
tion that leads to the desired analytical result for the portfolio loss distribution. The Poisson
law is relevant in the second step of the modeling process. It describes the number of defaults
per period in an industry/rating segment in Credit Risk +'*® once the probability of default is

fixed.

"% gSee Credit Suisse Financial Products (1996). Credit Risk + is mainly an adaptation of the compound Poisson model

frequently used in insurance mathematics.
18 See Credit Suisse Financial Products (1996), p. 20.

"7 This choice might surprise at first sight because the gamma law takes values on the whole positive real axis with posi-
tive probability. The probability to draw a default probability that is greater than 1 is negligible in realistic situations,
though.

18 For technical details confer to Credit Suisse Financial Products (1996), p. 32ff.
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The supposition of the Poisson law as the distribution of the number of defaults for a known
probability of default is only justified if defaults are independent. Indeed, if default probabili-

ties are fixed and equal for all clients™®

, and if counterparties are independent, it can be
shown that the number of defaults in that period follows a Poisson distribution'?. If, however,

counterparties are not independent, this implication would be wrong.

The assumption of independent defaults conditional to a given default probability is crucial in
Credit Risk + also for a further cause. The gamma law from which default probabilities are
drawn has two free parameters, both of which are functions of the expected value and the
standard deviation of default probability.*** The expected value can be consistently estimated
by the mean of default frequencies as long as they are serially uncorrelated no matter how
defaults depend upon each other at a certain point in time'??>. For the standard deviation
things are more difficult. It is a problem to derive an estimator for it if the degree and the ex-
act form of dependence between defaults are not fully specified. In case of independence,
however, all joint distributions of defaults are known.

c) Discussion

In Credit Risk+, the focus is not on the exact modeling and estimation of default probabilities.
The authors do not say much about the estimation of hidden input variables, especially of the
volatility of default probabilities'?®. This is so much more fundamental as this task is not
selfexplicatory despite the strict assumptions.

In his comparison of Credit Metrics and Credit Risk + Michael Gordy describes a way to es-

timate the standard deviation of default probabilities.*?* The estimator is given as

% This is again the assumption of homogeneity in a risk group that already occurred in the mean value model. Note that

in this context a risk group is defined as a combination of rating and sector.

The Poisson approximation of the binomial distribution is an asymptotic result for the number of clients going to infinity.
Hence, it would also be required that the number of clients in a segment is arbitrarily large. This turns out to be a prob-
lem in the long run because in Credit Risk + segments are further subdivided by exposure size in order to be able to
calculate their loss distributions merely from knowing the distribution of the number of defaults in the segment. In con-
sequence, the loss distribution resulting from the portfolio analysis in Credit Risk + can, firstly, take values with positive
probability that are larger than the portfolio value and, secondly, the loss distribution is less discontinuous than it would
be implied by real exposures because the jumps are filled up with imaginated defaults of small exposures. For further
discussion see below section 11.A.3.a).

For the estimation of default probabilities and volatilities, exposure size in not relevant, however, so that this problem
can be neglected here.

See Credit Suisse Financial Products (1996), p. 45.
This follows from the law of large numbers.

See Credit Suisse Financial Products (1996), p. 12f. Apparently, the authors suppose that practitioners would use re-
sults published by rating agencies. For not publicly rated companies or private customers this might be doubtful.

24 Gordy (2000), p.24.
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v( )_\7(@)—05(1—5)
p - )

1-n
where \7(p) stands for the estimated variance of p, p for default probability, \7(ﬁ)for the es-
timated variance of the observed default frequency in period t, p for the average observed

default frequency, and n for the average number of counterparties in the industry / rating

segment'?,

Note that this variance estimator leads to invalid results if
V(p)<nplt-p)
where the estimated variance takes on negative values. Simulation results show that this hap-

pens more frequently the smaller default frequencies and true default volatilities are and the

fewer periods are available for evaluation.*?®

Simulated frequencies of invalid volatility estimations
in Credit Risk +

(10.000 Simulation runs, volatility of default prob. = mean default prob. = dp)

=——0.5% dp / 10 periods =——1% dp / 10 periods 1.5% dp / 10 periods
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Figure 5: Frequency of invalid volatility estimations in Credit Risk +

125 et n; be the number of firms in the industry / rating-segment in period i = 1,..., m. Then 7 is given as

M3

1 1
'7:; -
i=1”i

126 Default probabilities were simulated from the gamma law with default volatilities being equal to default probabilities. In

this case the density function of the gamma distribution has the simple form

1
f(x)y=—e ¢
o

with ¢ being the volatility of default probabilities. Random variates can be easily generated by inversion of the cumula-
tive distribution function. Having drawn a default probability for one period, independent defaults were simulated for
the respective number of counterparties. This was repeated for the required number of periods and the results served
as input for the estimation of default volatility. The whole procedure was repeated 10.000 times to generate the distri-
bution of the estimator.
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It also turned out that the volatility estimator in Credit Risk + is consistent, but biased in small
samples. The volatility is expected to be largely understated if the number of clients and the
number of periods are small. Having 5 or more periods of data, the estimation error caused by
a small number of clients seems to be minimized if there are at least 200 clients in the indus-
try / rating segment. Due to the decomposition of the portfolio by two criteria, rating and in-
dustry, this implies a financial institution that distinguishes 10 rating grades and has custom-
ers in 15 sectors to have at least 30.000 clients evenly distributed over the risk groups. This is
a harsh requirement since there are always some segments that are only sparsely populated. In
these risk groups a significant estimation error is to be expected.

Expected values of the volatility estimator in Credit Risk +

- dependence on number of periods and number of clients -
(Mean default probability = 0.5% = true volatility of default prob., 1.000 simulation runs)

‘—2 periods =5 periods 10 periods =15 periods == 20 periods ==—25 periods =30 periods ‘
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- / /A
20% A

0% 1 ~

8 -20%

Relative bias of expected value
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Figure 6: Bias of estimated default rate volatility in Credit Risk + dependent on number of periods and number
of clients

It is remarkable that for 30 to 50 clients in a segment the default rate volatility is overstated if

there are many periods of data. This is because the components of the estimator that increase

or decrease, resp., in the number of periods and / or clients superimpose so that the estimated

volatility of default reaches a peak if the segment is middle-sized and if the time series is

long.

Figure 7 illustrates that the bias in the estimation of default volatility caused by a small num-
ber of periods of data is slow to disappear. Having observations over 15 periods, the volatility
is still expected to be systematically understated by as much as 5%. Taking into consideration
that default volatility is one of the main risk drivers in Credit Risk +, this result is quite wor-
rying because only very few banks have this long history of observations.
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Expected values of the volatility estimator in Credit Risk +

- dependence on number of periods -
(dp = mean default probability = true volatility of default prob., 20.000 clients, 1.000 simulation runs)
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Figure 7: Bias of estimated default rate volatility in Credit Risk + dependent on number of periods
Finally, although default probabilities in a certain period are supposed to depend upon certain
systematic risk factors, it is assumed in Credit Risk + that default probabilities are serially
independent. From an economist’s points of view, these postulations seem to be inconsistent
and contradictory because they imply that also those “systematic” factors are independent
from period to period. This is intuitively not very compelling, albeit the fact that they remain
anonymous. The assumption of serial independence is, however, crucial to the model. Other-
wise the random law controlling default probabilities in a certain period would be conditional
to the actual values of the systematic factors, which in turn would require precise information

about these factors and how to measure them.

6. Rating based estimation of default probabilities: Credit Portfolio View

Another approach to model dependence of default probabilities on systematic risk factors was
chosen by Credit Portfolio View developed by Thomas Wilson'?’ and published by McKinsey
& Company in 1997.

a) Main concept

Most importantly, Credit Portfolio View tries to model an empirical relationship between

firm’s default behavior and the macroeconomic indicators of the business cycle.

Indeed, business cycle effects can sometimes be clearly seen in default data.

27 Confer to Wilson (1997a) and Wilson (1997b).
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Observed and estimated default frequencies
in the German economy 1976-1992

(Source: Statistisches Bundesamt der Bundesrepublik Deutschland, own calculations)
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Figure 8: Observed and estimated default frequencies in the German economy 1976-1992
Figure 8 shows annual default rates for the entire German economy from 1976 to 1992'%.
From 1976 to 1981 default rates are well below average, from 1981 to 1988 they are consid-
erably higher than average and in the period from 1988 to 1992 they sink once again. There-
fore, using the mean value model, default rates are systematically overestimated in good peri-
ods and also heavily understated during recessions. The idea to relate observed default

frequencies to macroeconomic data is, thus, well founded in the data.

However, two important adaptations have to be made. Producing different kinds of goods and
services, all industries are not equally integrated into the macroeconomy. Wilson shows that
there are major differences in annual fluctuations of default rates across industries finding
that, for instance, construction is strongly and energy and mining are hardly affected by the
business cycle'?®. The analysis of companies default behavior should, therefore, take account

of their industry.™*°

It is also a well known fact that business cycle effects strongly depend upon a firm’s general
financial condition. Firms with a weak market position are hit much harder by a recession
than highly competitive companies. Indeed, a default of an actual AAA-company has never
been observed no matter what the macroeconomic environment was. What is more, the mac-
roeconomic dependence of investment grade companies is hardly detectable. Hence, Wilson

chooses to use an industry’s speculative grade companies as an indicator of that industry’s

28 The data comprises all VAT payers in Germany, i.e. altogether around 4 mio. firms of all sizes, ratings, and industries.

For details confer to Bér (2000), p. 2.
129 wilson (1997a), p.112f.
1% wilson does not discuss the case of companies that operate in several industries.
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economic health. In a further step he then indirectly derives default and migration probabili-
ties of specific rating grades in that industry.

However, Credit Portfolio View goes further. The aim is not only to explain firms’ actual de-
fault behavior, but also to forecast their default probabilities over the whole life of the longest
lasting contract in the bank’s portfolio, this is well over 10-30 years in the future™. It is ar-
gued that some contracts are highly illiquid so that a bank is forced to hold them to maturity,
even if the credit quality of the counterparty deteriorates. In order to capture this kind of con-
tract’s credit risk appropriately, the client’s default probability has to be adapted to its time

horizon.

b) Derivation of default probability

In order to achieve this, Credit Portfolio View proceeds in three steps™?:

1. It begins with a model of the future development of the relevant macroeconomic fac-
tors'®. The model is fitted using historical macroeconomic data. By drawing prediction
errors randomly, the macroeconomic development is simulated over the desired time hori-

Zon.

2. Secondly, a multi-factor model is chosen to describe the relationship between annual de-
fault rates of speculative grade companies in each industry and macro factors. Again, the
model is fitted using historical data, and future annual default probabilities of speculative
grade companies are simulated by random choice of prediction errors.

3. Finally, the simulation results are used to calculate conditional default and migration

probabilities for each year and rating grade up to the end of the time horizon.

For each country / industry combination three macroeconomic factors are chosen und mod-
eled by univariate autoregressive processes such as AR(p) or ARIMA(p,d,q). All parameters
are estimated with least squares techniques. The vector €macro t OF estimation errors of the fitted
factor models is assumed to be normally distributed with mean 0 and covariance matrix Zmacro-
> macro Nas to be estimated from historical data. To extend the factors’ historical time series
into the future, error terms €macro¢ are simulated by independent draws from the specified dis-

tribution using standard techniques.

131 wilson (1997a), p. 113.
12 wilson (1997a), p. 114
3 This model may include global factors, but it is designed to explain the country (and industry) specific default behavior.
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To make sure that all simulated future default probabilities take values between 0 and 1, ob-
served speculative default rates are mapped to the whole real axis by the logit transformation

1- Pii

P

Yii = L(pt,i ) =In

where py; is the observed default rate in period t and sector i and y;; is the transformed default

134

rate™". y;; is then linearly regressed against the explaining macroeconomic variables Xy ;,...,

Xnit relevant for sector i
Yoi =Boi ¥ BuiXyio bt Bai X * Eer i

where [, ..., G are unknown parameters. Again, the parameters are estimated with least

135 and error terms are assumed to

squares techniques applied to the transformed default rates
be normally distributed with mean 0 and covariance matrix 4. Future values of y;; are simu-
lated by drawing independent error terms from this distribution'*® and then retransformed into
default probabilities by the inverse logit function

1
p; =L 1(ym)-m-

The last step, the derivation of conditional transition matrices is not well documented in Wil-
son’s publications. It is merely indicated that the ratio of the simulated speculative default

probability p;; for the future period t to the mean default probability E thus,

Py

serves as an indicator as to what extent transition probabilities might have changed compared
to the long term mean due to the simulated macroeconomic background, from which a condi-

Pii 137

P

tional annual migration matrix M[ J is obtained. A Markov assumption=' then yields a t-

year cumulative transition matrix

% Note that, as in Credit Risk +, defaults are supposed to be independent conditional to a macroeconomic scenario.

Cf. to Bar (2000), p. 2 and 12. This estimation technique is also used in McKinsey's software implementation of Credit
Portfolio View, cf. McKinsey (1999), p. 36.

Precisely, Wilson allows for covariances between €nacro @and €4er and simulates all errors simultaneously.

135

136

3" The Markov assumption means that a firm’s transition probability in period t merely depends upon its actual rating at

the beginning of period t and not on its full migration path in the past.

www.risk-and-evaluation.com © 2002 CRE Center for Risk &
48 Evaluation GmbH & Co. KG



Uwe Wehrspohn Credit Risk Evaluation

c) Discussion

The intention to relate firms’ historic default frequencies to observable systematic risk factors
such as macroeconomic indicators is clearly the main advantage of Credit Portfolio View in

comparison to Credit Risk + or the mean value model.

For a number of reasons, it is, however, doubtful whether this goal really has been achieved.

(1) Modeling of macroeconomic processes

Credit Portfolio View describes the underlying macroeconomic factors by autoregressive
processes, i.e. by processes whose future development is exclusively explained by their own

history.**®

Aiming at a long-term prediction of factors and default behavior, this feature is
clearly advantageous with regard to a software implementation for it renders the necessary
simulations extremely easy to carry out as it does not require any further input. For two rea-

sons, autoregressive processes are problematical choices as models for macro factors.

Firstly, from an economist’s standpoint, it is uncertain whether the macroeconomic factors
given as examples by Wilson®* such as the unemployment rate, GDP growth rate, rate of
government spending etc. can well be described relying only upon their own past. Even more
than equity market data these factors strongly depend on factors such as the results of elec-
tions, on political decisions, and the will to carry out reforms. All of those events are contin-

gent in nature and unrelated to the past. This is why it is so difficult to forecast them.

Secondly, the persistence of shocks and extreme values is relatively large in autoregressive
processes. If they are used as a model for macroeconomic factors in a credit risk model, the

effect of an economic crisis will be felt for many years.

Figure 9 compares the conditional mean default probability of speculative grade companies t
years after a crisis with their unconditional mean default probability. In both cases it is as-
sumed that reality functions exactly as Credit Portfolio View supposes and that all parameter

values are known and do not have to be estimated™®°. It is clearly visible that 30 years after the

1% And white noise.

1% wilson (1997a), p. 113.
0 The macroeconomic factor is described by the AR(2)-process
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crisis the economy still has not fully recovered and that the default probability remains well
above average. It is an open question whether this behavior is a good description of long-term

default rates.

Persistence of macroeconomic shocks in Credit Portfolio View

10,000 simulation runs

‘—cond. mean def. prob. in period t *===uncond. mean def. prob. in period t ‘

1.6%

1.5% +

1.4% +

1.3%

1.2% +

1.1% +

1.0%

0.9% -

0.8%

T T T T T
0 5 10 15 20 25 30
Number of periods

Figure 9: Persistence of macroeconomic shocks in Credit Portfolio View

(2) Relation of default rates to systematic factors

A Kkey step in the regression model relating industries’ speculative default rates to the macro-
economic background previously simulated is the logit transformation. The logit transforma-
tion has a very critical feature. It not only maps the unit interval to the real axis, but it is also
non-linear, namely convex in [0,0.5] and concave in [0.5,1] (see Figure 10). It is important to
note that probability distributions are not stable under non-linear transformations. In general,
it cannot be seen from the functional form of the transformation how the moments and sto-

chastic properties of the distributions are distorted.

X, =a,X

 Td X ta

2Xtp TEx =02X +02X, + &y

where & is normally distributed with mean zero and standard deviation 0.9. The logit transformation of the default
probability is assumed as

Yo =By t B Xy tey =5+ X, tey

where & is again normally distributed with mean zero and standard deviation 0.3. The crisis is described by the start-
ing values Xo = X1 = -1.

Note that the persistence of crises is increasing in o, a2, and £, and decreasing in the standard deviations of the error
terms.
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Figure 10: Logit and inverse logit transformation

Realistic default prob